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ABSTRACT

This paper investigates the direction of causdligtween financial development and economic growth i
Low-income countries. We develop a new proxy foaficial development that refers to the input of resources into the
financial system. The panel causality testing appio developed by Kdnya (2006), based on the Sefmunrelated
Regressions and Wald tests with the country spebifiotstrap critical values, is applied to the pasfetwenty one
Low-income countries for the period 1970-2012. @ndings support the supply-leading hypothesismasy financial
development variables lead economic growth in Beamd Zimbabwe. Our results also confirm for twemtye

Low-income Countries suggesting that their finahdavelopment does not depend on economic growth.
KEYWORDS: Financial Development, Economic Growth, BootstragpPanel Data, Low-Income Countries
1. INTRODUCTION

Economists hold opinions of the role of financeeiconomic growth and the developed theoreticalditee
mirrors the divisions. The question of whether ot financial development affects economic activigs attracted a lot of
attention in previous and current researn€irikpatrick, 2000; Ang, 2008; Murinde, 2012). Bagehot (1873) and Hicks
(1969) argued that financial system played a d@iitimle in igniting industrialization in England bfacilitating the
mobilization of capital for “immense works.” Schuetpr (1934) emphasized the importance of the bankystem in
economic growth and highlighted circumstances whearks can actively spur innovation and future gholyt identifying
and funding productive investments. With the cdmitions of McKinnon (1973) and Shaw (1973), theatiehship
between financial development and economic growathbieen an important issue of debate, and duretash thirty years
these studies have fostered a fresh research shtarethis relationship. Recent empirical studibswever, offer
contradictory evidenceK@minsky and Reinhart, 1999; Deidda and Fattouh, 202; Wachtel, 2003; Favara, 2003;
Rousseau and Wachtel, 2011and Arcand et al., 2012

In addition, the direction of causality still remaidivisive. In summary, three schools of thoughtidentifiable
in the extant literature: supply-leading responshosl of thought which argues that financial depetent leads to
economic growth pioneered by Schumpeter (1911)camdirmed by notable studies such as Rajan andakésg(1998),
Levine et al., (2000) and Bittencourt (2012); deditaading school of thought supported by studiehsas Odhiambo
(2004), Liang and Teng (2006), Zang and Kim (20&7J Odhiambo (2008) which argues that growth lead®ancial
development; and bidirectional school of thouglaugided by the studies such as Wood (1993), Derdetriand Hussein
(1996), Akinboade (1998), Luintel and Khan (1999usseau and Vuthipadadorn (2005) and Apergis,g807) which

submits that there is a bidirectional causalitywsetn financial development and economic growthsTdfiows that a
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consensus on the role of financial developmenhefrocess of economic growth does not so far.eligt generally
believed that the financial system in Low-incomeiriies is relatively less developed and diverditempared to other
regions of the world (World bank, 1994). The ingtnate spread which measures the efficiency ahfiial intermediation

is equally high compared to other regions.

Until the implementation of the reforms in most Lawome countries in the mid 80s, commercial banks
dominated the banking system. These commercial havdce largely owned by the government. Howeveth whe
reforms in 1980s, new structure has started to gaedne, the number of banks has increased. Ii@udgovernment
ownership of the bank has decreased significantlymiost Low-income countries. Moreover, non-bankaficial
institutions have begun to play an increasinglyongnt role in saving mobilization. However, ownitoglimited range of
financial instruments and investment opportunitibsjr assets have typically been concentratecieigiment securities
or deposited at banking institutions, where theyehaot been mediated for productive investment gwinbank’s limited
lending operation and portfolio management. Mostegoments in Low-income countries embarked on firrsector
liberalization in the mid 80s as their financiat®e were highly repressed before the reform wilected credit controls

and fixed interest rates.

The current verdict on the relationship betweearfimial development and economic growth and theisality
has remained inconclusive. However, the discus&nses on measures of financial development, whicist move
literature because most authors only analyze anoapp that from the outputs and the same datahadésiped by the
International Monetary Fund (IMF) and the World Ramccordingly, it is logical to find almost the re@ results.
In addition, what might be an adequate financiadteasyy at one time or in one social, institutionatl a@conomic
environment may be outright detrimental at anotime or in other environments. In other words: ¢heray be various

structural shifts or breaks which further complcatentification of causal relationships.

The economic historians are able to give convin@rgmples for all possibilities of causality outithabove.
There is, obviously, need for further researchsTgaper contributes to the existing literatureamesal aspects. First, a
new, resource-based (rather than monetary) proxgbia for financial development will be introducethis new proxy
will be used to investigate the possibility of Ggan causality between financial development ancheastic growth.
Second, the sample adopted for the dataset is \li@er other contributions based on the panel appread includes
21 Low-income countriésrom 1970—2012. Third, this study is one of the fesearches use the bootstrap panel Granger
causality testing approach of Konya (2006) thabved testing for causality on each individual courgeparably by
accounting for dependence across countries. Thaineler of this paper is organized as follows. ®ect2 gives a
description of sample, the new proxy for financativity and economic growth. Section 3 outlines #iconometric

methodology employed. Section 4 discusses the @apfindings. Finally, Section 5 concludes.
2. SAMPLE AND DATA

The annual data used in this study cover the péraod 1970-2012 for 21 Low-income countries. Cotesis with
theoretical specifications and previous studi2enietriades and Hussein, 1996; Arestis et al., 200Beck and Levine,

2004, Odhiambo, 201)) we define economic development as the logaribfineal GDP per capita. The sample excluding

! These countries have been distributed on the lb&gier capita GDP in 1995 : The low-income (lesntti000 $US in
1995).
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countries that are very small (less than one mijlicountries with centrally planned econorfigsiring the period
1970-2012, countries where oil exports constitudedr 20% of GDP in 1995, and countries with civira claiming a
death toll exceeding 2.5% of total population dgrif®70-2012. The exclusion of these countries énsimple is justified
by the fact that it is unreasonable to run regogssiacross countries that are fundamentally difftefeom the usual

conditions Harberger, 1999.
2.1 A New Proxy for Financial Development

One of the most important issues in assessing dlaianship between financial development and ecotio
growth is how to obtain a satisfactory empiricalasiere of financial development. An increase inrfoial instruments
and the foundation of these instruments more confynawailable in a country is defined as financiagvdlopment.
Various measures have been used in the literatupraxy for the “level of financial development’oFinstance, the
proportion of the financial sector to GDP is defiraes financial deptiDepth). However, due to instability and differences
in definition, the choice of an appropriate mongtaggregate raises a serious probléthan and Senhadji, 2000.
Private shows the effectiveness of the financial systenmatow the private sectdank shows the importance of assets of
deposit banks, compared to those of the centrak.bidowadays, credit to the private sector is seeram inefficient
allocation and detrimental to the sustainable ghoaghievement. To solve problems related to thesasores that reflect
the monetization and the allocation of credit, mmovative approach has a specific branch withinetimpirical literature
(La Porta et al., 1998, 2008 This approach refers to variables concerningotiigin of a country's legal system and, more
bureaucratic and political characteristics as thstrumental variables to the the traditional measaf financial
development. The problems of bias and convergehtieecestimators are therefore corrected. Howdbhesse instruments
are usually very rough qualitative variables. Assification by legal origin, which refers to thecEseconomic and
political constitution of a country, makes the pbiity of evaluating the financial sector's cobttion to growth during

recent decades very limited.

Finally, some researchers attempt to identify tinectural features of the financial system. Thesetributions
(Goldsmith, 1969 and 1987; Bhattarcharyay, 1988; Clzue et al., 1997 and Ergungor, 20Q8efer to different ratios of
currency or credit aggregates (&f,/M ; or credit of the central bank in the private ctgdihile researchers such as Beck,
Demirgug-Kunt and Leviriehave constructed a large database of nationahcteistics and institutional performance
indicators, referring to the various financial ingions. These features may eventually help dig$siancial systems from
the fundamental theory but empirically unclear. Whinis distinction of countries according to aaficial system based on
banks versus market-based or oriented versusghtsmf creditors facing the debtor's rights, isamaging as regards the
possibility to specify the nature of link betweemahhce and growth. This research is still at thesotidation of data and
resulting classifications. We leave the boundadkshose measures in the empirical literature dred work of Graff
(2001, 2002 and 2005) on the growth-finance retatiip, proposing a new proxy measure for finanderelopment
based on the inputs of the financial system. Thesitaction of the new variable for financial deyaiment is motivated by
the interest in obtaining a reasonably reliable emuiparable quantification of the proportion ofistal resources devoted

to the financial system. Even if the intention leasertain resemblance to the basic argument ofddion costs and

2 Centrally planned economies were characterizedé@ylbminance of large enterprises, while SMEs kagxlisted.
% See Demirgiic-Kunt and Levine (1999) and Beck.e(2000).
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institutional economicsWilliamson, 1985; North, 1990, namely, that the overall transaction costs ardrbm negligible
and that financial institutions are a major resgotts this problem. Instead, we consider that thewarhof resources
devoted to the functioning of these institutions asreliable indicator of the effort to control teattion costs

(and, frictions and market failures due to asymimétformation that is tempered by the financiadtgyn).

This measurement is the first principal componehtaoset of different indicatotsfor financial activity.
While monetary indicators, such Bepth, are very difficult to compare over time and spheeause of the diversity and
institutional change. Our proxy is likely to be desensitive to changes in the institutional redoitest and national and
international shocks, but to capture rather stablaracteristics of a given economy’s structureadidition, it is well
known that monetary indicators are leading indicatf business cycles. Therefore, these variabledeas endogenous

inputs to current economic activity that traditibmariables of financial development.

In terms of their approximate validity in quantitat conception of financial activity, the financgstem’s share
in GDP, that is to say, the factor incomes gendrit¢he financial sector, is probably the bestdatbr. More specifically,
the share of the financial system in GDP consi$twages and the labor markets are characterizetthdyptimality of
wages fixed by the market. This is based on equlétween wages and marginal productivity of laidre sector's share
is valued at conditions that are very close to whast economists consider appropriate. Followirg lihe of reasoning,
the only flaw is to point to the observation thatlie real world factor markets are frequentlyffam resulting in market

clearing prices, so that some reservation is cétied

The second indicator is the number of banks anddhes per capita, which gives an idea about theede
which a country's population has access to findrsgavices. Obviously, the validity of this indioatis weakened by
differences in the dispersion of a country’s popiataover its territory. In addition to this, tedbal progress and financial
innovations, such as, telephone and Internet bgnkawve made the accessibility of a bank office tdisofor many
financial interactions and services. Thus, althotigh measure indicates a decline in financial tment in most
developed countries in recent years is the regutnmvations in the banking sector and thus a sigprogress rather than
a decline. Finally, we refer to the share of mangoemployed in the financial system. This measarguestionable
because it ignores the productivity levels of thaseking in the financial system. To address thishpem, we suggest a
weighting of raw numbers of employees wih internationally comparable labour productivityyy, mean years of
schooling of the population aged 25-65 ye&ar(o and Lee, 1996, which results in an indicator for ‘effective’ther
than ‘raw’ labour. For a first picture, this cortien, albeit imperfect, should, at least to somgrde, improve the validity

of our manpower indicator.

For a study on the relationship finance-growth icrass-sample of countries covering thirty or foyears,
despite all the adjustments and reservations, @data quality indicators are considered far fratis&actory. Thus, these
variables can be transformed in a way to make tihesasures reasonably reliable, valid and compteteeflect the
concept of ‘resources for finance'. The procedsreurrently chosen to determine the common variafcthe three
indicators, using principal component analysis (P.AAthe operating costs of the financial system eeasonably well

represented by the first principal component tlisgonent can serve as a valid proxy variable faarftial development.

*For more details on the database, refer to Appendix

| Index Copernicus Value: 3.0 - Articles can be sertb editor@impactjournals.us




New Proxy for Financial Development and Economic Gwth: What Causes What? 15
Bootstrap Panel Causality for 21 Low-Countries

The PCA is based on the variance of specific végs@land can extract a minimum of factors that érplae largest
number of specific variance. To approach this gadkchnical requirement must be satisfied: therdymariables must
be measured independently. This condition is satisbecause our three variables for the size efittancial system are
derived from different databases. The PCA is ariggle that aims to identify groups of quantitatixariables strongly
linked. This group is called ‘component'. Varial{i@sour case, the three new inputs of financigivig) belonging to the
same component are strongly linked represent desoancept ‘financial development'. Instead, vadeisimot linked they

do not measure the same concept and are not pitie shme component.

Practically, to prepare raw series, the three Bé&gm(number of banks and branches per capitahtezlgshare of
manpower employed in the financial system, shartheffinancial system in GDP) were carefully scexbfor obvious
errors and incompatibilities. Subsequently, PGvas applied to a set of observations arising feomatrix of 882 x 3.

The PCA results are shown in Table 1.

Table 1: A Financial Development Proxy from Princigal Component Analysis

FD Indication Description
Bank Number of banks and branches / 100,000 labor fgrce
Fin/PIB Financial system’s share (factor income) in GDP
Fin per Sha}re of labor emplpyed in the financial system
(adjusted by educational attainment)
Principal Component Analysis, 3 FD Indicators, n 42 x 21
Principal . . Cumulated Explained
Component Explained Variance Variance
1 74,6% 74,6%
2 15,9% 90,5%
3 9,5% 100%
FD Indicator Iéo:rgg]c?ng::tn K;gall Variance Commune
Bank 0,81 0,74
Fin/PIB 0,92 0,81
Finper 0,79 0,64

Table 1 reveals that the principal component ekitrads quite well done. It reduces the data anegjius a first
principal component representing 75% of the overadlance (a total of 70% of variance explainedaserally considered
acceptable). In addition, the variance is explaife¥dhe second and third principal component ant®or only 15.9%
and 9.5% respectively. All loadings are high (Of81banks per capita, 0.92 for the share of financ&DP and 0.79 for
the share of manpower in financial sector), indingathat the expected three-dimensional structlitbeothree variables is

in fact well represented only by the first prindipamponent.

Therefore, in what follows, the individual scores this component are taken as proxy of financaletopment
for future analysis. We can therefore proceed toew variable defined, which assigns a specific edior financial

development. This indicator is defined for the d8mries in our sample, across 42 time points 882,un = 0 ands = 1).
3. ECONOMETRIC METHODOLOGY

The choice of a suitable method allowing for thalgsis of causality for panel data requires thessment of

® We conducted a PCA using SPSS (Statistical Padkmdke Social Sciences).
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cross-sectional dependence. If cross-sectionalmiigmee exists, the seemingly unrelated regresgi®dfR) are more
efficient then the ordinary least-squares (OL&)llher, 1962. Kénya (2006) proposed a method to account foh biwe

cross-sectional dependence and the heterogentity. Hased on SUR systems and Wald tests with opuspecific

bootstrap critical values and eanbles to test fian@er-causality on each individual panel membpersely, by taking
into account the possible contemporaneous comelacross countries. Given its generality, we imiplement this last
approach in this paper. Our empirical methodolagyarried out in two steps. First, we devote otardibn to preliminary
analysis to investigate cross-section dependemcéhe second step, based on the results from prelisn analysis we
apply an appropriate panel causality method, wricible to represent cross-section features owelmhata set to do the

test. In what follows, we briefly outline the econetric methods.
3.1 Tests of Cross-Sectional Dependence

The first step in analyzing panel data Granger @#yss testing for cross-sectional dependenceny&s(2006)
and Kar et al., (2010), to investigate the existeoiccross- sectional dependence we employ foierdifit cross-sectional
dependence test statistics: Lagrange multiplier sestistic (M) of Breusch and Pagan (1980), two tests statisftic
Pesaran (2004), one based on Lagrange multigliB; () and the other based on the pair-wise correlatmefficients
(CD) and test oPesaran et al., (2008)(,q). Pesaran et al., (2008) concluded thaiGBetest has an important drawback,
namely it will lack power in certain situations whethe population average pair-wise correlatiomszaro, although the
underlying individual population pair-wise corrétats are non-zero. Pesaran et al., (2008) propadads-adjusted test,

which is a modified version of tHeM test, by using the exact mean and variance df khestatistic.

The Lagrange multiplier test statistic for crosstmal dependence of Breusch and Pagan (1980)ds by:
N-1 N
IM=T Z Z P’ )
i=1 j=i+1
Whereﬁiz,- is the estimated correlation coefficient amongrésduals obtained from individual OLS estimations
Under the null hypothesis of no cross-sectionaleddpncy with a fixedN (number of cross-sections) and time period
T — oo, the statistic has chi-square asymptotic distidwutvith N(N —1) / 2degrees of freedom. It is important to note that
the LM test is applicable witiN relatively small andr sufficiently large. This drawback was attemptedéosolved by
Pesaran (2004) by the following scaled versiorhet.tM test:

o= [ ND) Z,ZH(TP” @

Under the null hypothesis of no cross-sectionaledéence withT — « andN — oo, this test statistic has the
standard normal distribution. Thou@bD, \, is applicable even foN andT large, it is likely to exhibit substantial size
distortions wherN is large relative tor. The shortcomings of theM and theCD,\, tests clearly show a need for a
cross-sectional dependency test that can be apldigdth largeN and smallT. In that respect, Pesaran (2004) proposed

the following test for cross-sectional depende@be

PN ”
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However, in some cases that the population avgragewise correlations are zero, 88 test is lacking power,
although the underlying individual population paiise correlations are non-zerBgsaran et al., 2008 Furthermore,
when the mean of the factor loadings is zero inctiess-sectional dimension, tG® test can not reject the null hypothesis
in stationary dynamicSarafidis and Robertson, 200Q In order to solve this problem, Pesaran et 2008) raises a

modified version of th& M test based on the exact mean and variance afthstatistic. This bias-adjustédv test is:

N-1 N
(T k)pl ”Tl]
D :
“ N(N 1) i=1 j=i+1 ‘D ( )
Tij

Where ur;; and vaij are respectively the exact mean and variance(Td{)pzij provided in Pesaran et al.,

(2008 p.108). Pesaran et al., (2008) showed thderuthe null hypothesis of no cross-sectional ddpece with

T — oo first followed byN — oo, the statistici Mg follow an asymptotic standard normal distribution.
3.2 Panel Causality Test

The panel causality approach by Kénya (2006) tkatréne the relation-ship between economic growbhand
financial developmentHD) can be formulated as follows:

’

ly1 IFD1
Vig = 0y + Z BiisYit-s + Z V1isFDis—s + €1z
\ 5)
ly, IFD,
FD;; = aj; + Z B2isYit-s + Z V2,isFDis—s + €24
\ s=1 s=1

In these formulas, indexrefers to the countrfi = 1,..., N), t to the time periodt = 1,..., T) the periods the lag,
and ly;, IFDy, ly, and IFD, indicate the lag lengths. The error termas, and &,;; are supposed to be white-noises
(i.e. they have zero means, constant variancesanihdividually serially uncorrelated) that may dmrelated with each
other for a given country, but not across countritrs this study, we consider bivariate systems, aedapply it in our
context to economic growth and financial developimen

With respect to systeid) for instance, in countrijthere is one-way Granger-causality running fiebnto Y if in
the first equation not aff,;'s are zero but in the second al|'s are zero; there is one-way Granger-causalitynfyoto FD
if in the first equation al;;'s are zero but in the second notll's are zero; there is two-way Granger-causalityveen
Y andFD if neither allf,;'s nor ally,;’s are zero; and there is no Granger-causality &etw andFD if all f,;'s andy,;’'s

are zeroChang et al.,2013

Since for a given country the two equationg53h contain the same pre-determined, i.e. lagged exageand
endogenous variables, the OLS estimators of thenpeters are consistent and asymptotically effici€his suggests that
the 2N equations in the system can be estimated one-byinrany preferred order. Then, insteadNo¥AR systems in

(5), we can consider the following two sets of equeio

S¢1irandey;are correlated when there is feedback between EDrane. in the non-reduced form of (5), calletustural
VAR, y; depends on Fand/or Fdepends onyyFor a proof see Enders (2004, p. 266).
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ly1 IFDq
( _
Yie=@1t+ ) B11sYie-s + Y11,sFD1-s + €11
s=1 s=1

ly1 IFDq

< Y2t =Q12 + z B12sY2i-s + z Y12sFD2i s + €12, (6)
s=1 s=1
ly1 IFDq

\. JYve=aiyt z BinsYni-s + z YinsFDyi—s + E1ne
s=1 s=1

and
r ly, IFD,
FDy;=az1+ ) B21sY1e-s+ Y2,1,sFD1-s + €21,
s=1 s=1
_ ly2 IFDy
< FDyy = a5 + X7 B22sYat-s t Xgo1 V2,25FD2e s+ €224 (7)
ly, IFD,
FDy,=ayn+ ) BansYni-st Y2nsFDyi—s + E2n¢
\ s=1 s=1

Compared td5), each equation if6), and also in(7), has different predetermined variables. The omlgsfble
link among individual regressions is contemporasecurrelation within the systems. Therefore, systeamd7 must be
estimated by (SUR) procedure to take into accoumintemporaneous correlation within the systems
(in presence of contemporaneous correlation the ®bliRnator is more efficient than the OLS estimat®iollowing
Kénya (2006), we use country specific bootstrap d\itical values to implement Granger causalitjisTprocedurehas
several advantages. Firstly, it does not assuntattbganel is homogeneous, so it is possiblediofée Granger-causality
on each individual panel member separately. Howesiace contemporaneous correlation is allowed sacoountries, it
makes possible to exploit the extra informationviied by the panel data setting. Therefore, couspsrcific bootstrap
critical values are generated. Secondly, this aggiraloes not require pretesting for unit roots @sidtegration, though it
still requires the specification of the lag struetuThis is an important feature since the unit-a@ cointegration tests in
general suffer from low power, and different tesften lead to contradictory outcomes. Thirdly, tpanel Granger
causality approach allows the researcher to déedtow many and for which members of the panelehexists one-way

Granger-causality, two-way Granger-causality oGnanger-causality.

Because the results of the causality test may h&taee to the lag structure, determining the opfitag length is
crucial for robustness of finding€kang and Hsieh, 2012 As indicated by Kénya (2006), the selection pfimal lag
structure is important because the causality gssilts may depend critically on the lag structimegeneral, both too few
and too many lags may cause problems. Too fewrtegm that some important variables are omitted fiteemodel and
this specification error will usually cause biasthe retained regression coefficients, leadingnimoirect conclusions.

On the other hand, too many lags waste observagindshis specification error will usually incredbe standard errors of

" For the details and exposition of the estimatiod #sting procedures, see Konya (2006), Kar ef2éll1), and Tekin
(2012).
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the estimated coefficients, making the results pgssise. For a relatively large panel, equatiodh @ariable with varying
lag structure would lead to an increase in the agatpnal burden substantially. Following Kénya @80, we decided to
allow for different lags in each system but did afow for different lags across countries. Assugnihat the number of
lags ranges from 1 to 4, we estimated all equatenm$ used the Akaike Information Criterion (AIC)daSchwartz
Criterion (SC) to determine the optifiablution defined as:

2N2q

AIC, = In|W| +T

2
SCi = In|w| + L n (T)

Where W stands for estimated residual covariance matlixs the number of equationg,is the number of
coefficients per equatiof, is the sample size, all in systdar= 1, 2. Occasionally, these two criteria select differkagt

lengths.
4. RESULTS AND DISCUSSIONS

As outlined earlier, testing for cross-sectionapeledency in a panel causality study is crucialsiecting the
appropriate estimator. Our study divides the 21 {im@ome countries. To investigate the existencecroks-section
dependence, we carried out four different teésd (CD_y, CD, LM,q) and illustrate results in Table 2. The resultsvgh
that all the four tests reject the null of no creestional dependence across the members of thedl pari% level of
significance; this implies that the SUR method isren appropriate than the country-by-country OLSingsion.
This finding implies that a strong economic linkdste between sample countries. These findings sthaiva shock which

occurred in one country of the sample will be traitied to other countries.

Table 2: Cross-Sectional Dependence Tests

Study Test Stat
Breush and Pangan (1980 LM 144.997***
CDym 12.748***
Pesaran (2004) o) 15 1047
Pesaran et al (2008) LM og 9.731%**
*** Denote statistical significance B

The existence of cross-sectional dependence ie tt@tries means that it is justified to use tbetBtrap Panel
Granger Causality method in Kénya (2006). For eaaftem of equations the number of lags was chossording to the
AIC and SC criterioh Additionally, specifications incorporating deteénistic trend were taken into account. The results
from the bootstraf panel Granger causalifyanalysis are reported in Table 3. At first glarite, results show that no

countries have Granger causality from economic gnaw FD. It means that financial development i$ sensitive to

& The combinations which minimize the AIC and SC.

° We used the AIC criterion to compare the spedifices with and without a linear trend. Finally, wenstructed SUR
with one lag and without a linear trend.

% Following the original paper of Kénya (2006) aneveral others, e.g. Nazlioglu et. al., (2011), veedi 10000
replications in the procedure. Andrews and Buchin@001) provide an exact method of evaluatingatiequacy of the
chosen number of replications.

™ The TSP routine written by L&szl6 Kénya was usedobtain the results for the panel Granger caysaist.
We are grateful to Laszl6é Kénya for sharing hisesd
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economic growth in Low-income countries. For Berand Zimbabwe, the findings support strong evideoce
supply-leading hypothesis which implies that finahadevelopment induces economic growth. Some poame worth
noting based on the results given above. Firstymared to the number of countries considered, g&ranon causality in
either direction can be rejected relatively rar&gcondly, the results show that no countries i@nanger causality from
economic growth to financial development in the rityeone Low-income Countries surveyed, suggestirag their

financial development does not depend on econoriatl), but is enhanced by other factors

Table 3: Results for Panel Causality: Wald Tests wh Bootstrapping, mlY = mIFD = 1

Ho: FD Does Not Cause Y Ho: Y Does Not Cause FD
Countries Bootstrap Critical Values Bootstrap Critical Values
Wald Stat 1% 5% 10% Wald Stat 1% 5% 10%

Bangladesh 1.982 18.036| 9.785 | 6.915 6.720 32.811| 19.145| 13.998
Benin 8.012* | 17.321| 9.768 | 6.958 0.910 26.751| 15.143| 10.971
Burkina Faso 1.914 15.786| 9.517 | 6.718 0.063 31.803 | 18.520| 13.718
Burundi 0.003 22.741| 12.189| 8.259 0.081 29.710| 17.034| 12.153
Central Afr Rep| 4.023 20.789| 11.143| 7.784 8.915 30.754 | 17.772 | 13. 005
Chad 7.278 21.965| 12.432| 8.530 3.485 27.905| 14.927 | 10.158
Ethiopia 0.207 23.004 | 12.324| 8.562 2.414 22.254 | 13.024| 9.175
Haiti 6.041 20.683| 11.146| 7.349 0.004 28.857 | 16.543 | 11.605
Kenya 0.015 21.552| 11.613| 7.891 0.241 24.278 | 13.093 | 9.107
Liberia 1.562 17.798| 9.587 | 6.903 6.884 32.789 | 19.019| 14.789
Malawi 2.875 21.591| 11.874| 7.905 4,784 24.201 | 12.908 | 9.005
Mali 5.897 20.001| 11.021| 7.113 0.005 28.999 | 16.678 | 11.795
Mauritania 0.297 15.405| 8.767 | 6.006 0.648 31.629 | 18.237 | 12.731
Nepal 0.009 23.709| 13.106| 9.734 0.702 29.678| 16.461| 11.851
Niger 0.857 19.996| 10.897| 7.632 2.017 31.715| 19.811| 14.673
Rwanda 0.257 23.876| 12.980| 8.894 2.768 22.805| 13.690| 9.567
Sierra Leone 6.982 21.866| 12.470| 8.672 3. 391 27.436 | 14.343| 9.484
Somalia 0.001 22.146| 12.173| 8.240 0.071 29.058 | 16.699| 11.268
Tanzania 6.289 20.668| 11.074| 7.276 2.793 26.364 | 13.334| 8.997
Togo 1.201 18.301| 10.499| 7.162 0.351 29.545| 16.979| 11.917
Zimbabwe 7.432** | 16.543| 9.045 | 6.307 0.855 26.001 | 14.594 | 10.411

* ** and *** denote statistical signifamce at 10, 5 and 1%, respectively. Critical vahresbased on
10,000 bootstrap replications

5. CONCLUSIONS

In this paper we have studied the possibility oagrer causality between financial development axh@mic
growth in twenty-one Low-income countries from 1%602012. We developed a new proxy for financiatedlepment
from three financial development indicators usimopgpal component analysis and applied to a paaabkality analysis
which accounts for cross-country dependency. Thig@ach has two advantages. On the one hand, strimeassume that
the panel is homogeneous, so it is possible toparfsranger causality tests on each individual parenber separately.
However, since contemporaneous correlation is @tbacross countries, it makes possible to expieieitra information
provided by the panel data setting. On the otherdhahis approach does not require pretesting fot woots and
cointegration, though it still requires the spexfion of the lag structure. This is an importagdtéire since the unit-root
and cointegration tests in general suffer from lpower. Different tests often lead to contradictogtcomes, so the
conclusions drawn from them are usually conditiomlsome more or less arbitrary decisions madehbyrésearcher.

The empirical results indicate that out of Low-im@ countries studied we find support for the ‘syppading’ hypothesis
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in tow countries. Finally, the financial developrheies not depend on economic growth, but is erdthbg other factors

in Low-income Countries.
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APPENDICIES
APPENDIX: DATA AND SOURCES

BANK: The number of Banks and branches are counted fh@rcorresponding editions of the BANKER’S
ALMANAC AND YEARBOOK, London: Thomas Skinner; labdiorce data (for normalization) are from ILO and
included in the PENN WORLD TABLES.

FIN/PIB: The financial system's share of GDP is computednfivarious issues of the UN NATIONAL
ACCOUNT STATISTICS, New York, referring to financ@surance and business services'.

FINPER: The share of labor employed in the financial sysietaken from various issues the ILO YEARBOOK
OF LABOUR STATISTICS, Geneva. The correspondingCH2I ('international standard industrial classificatof all
economic activities', 1968) classification is 'majalivision 8' (financial institutions, insuranceeat estate

and business services)
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